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Ex. 3.1 (Shreve)

According to Definition 3.3.3(iii), for 0 ≤ t < u, the Brownian motion increment W (u)−W (t) is independent
of the σ-algebra F(t). Use this property and property (i) of that definition to show that, for 0 ≤ t < u1 < u2,
the increment W (u2)−W (u1) is also independent of F(t).

First, for completeness, recall the definition of a Brownian motion.

Def 3.3.1. Let (Ω,F ,P) be a probability space. For each ω ∈ Ω, suppose there is a continuous function W (t)
of t ≥ 0 that satisfies W (0) = 0 and that depends on ω. Then W (t), t ≥ 0, is a Brownian motion if for all
0 = t0 < t1 < · · · < tm the increments

W (t1) = W (t1)−W (t0),W (t2)−W (t1), . . . ,W (tm)−W (tm−1) (3.3.1)

are independent and each of these increments is normally

E [W (ti+1)−W (ti)] = 0, (3.3.2)

Var [W (ti+1)−W (ti)] = ti+1 − ti. (3.3.3)

Second, recall the definition of a filtration and a filtration for the Brownian motion.

Def 2.1.1. Let Ω be a nonempty set. Let T be a fixed positive number, and assume that for each t ∈ [0, T ]
there is a σ-algebra F(t). Assume further that if s ≤ t, then every set in F(s) is also in F(t). Then we call the
collection of σ-algebras F(t), 0 ≤ t ≤ T a filtration.

Def 3.3.3. Let (Ω,F ,P) be a probability space on which is defined a Brownian motion W (t), t ≥ 0. A filtration
for the Brownian motion is a collection of σ-algebras F(t), t ≥ 0, satisfying

(i) (Information accumulates) For 0 ≤ s < t every set in F(s) is also in F(t). In other words, there is
at least as much information available at the later time F(t) as there is at the earlier time F(s).

(ii) (Adaptivity) For each t ≥ 0, the Brownian motion W (t) at time t is F(t)-measurable. In other words,
the information available at time t is sufficient to evaluate the Brownian motion W (t) at that time.

(iii) (Independence of future increments) For 0 ≤ t < u, the increment W (u) −W (t) is independent of
F(t). In other words, any increment of the Brownian motion after time t is independent of the information
available at time t.

Let ∆(t), t ≥ 0 be a stochastic process. We say that ∆(t) is adapted to the filtration F(t) if for each t ≥ 0 the
random variable ∆(t) is F(t)-measurable.

Since 0 ≤ t < u1 < u2 and F(t) is a filtration, we have F(t) ⊂ F(u1) ⊂ F(u2). Next, since W is a Brow-
nian motion, the increment W (u2) −W (u1) is independent of F(u1). Hence, in particular, this increment is
independent of F(t).
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Ex. 3.4 (Shreve) (Other variations of Brownian motion)

Theorem 3.4.3 asserts that if T is a positive number and we choose a partition Π with points 0 = t0 < t1 <
t2 < · · · < tn = T , then as the number n of partition points approaches infinity and the length of the longest
subinterval ||Π|| approaches zero, the sample quadratic variation

n−1∑
j=0

(W (tj+1)−W (tj))
2

approaches T for almost every path of the Brownian motion W . In Remark 3.4.5, we further showed that∑n−1
j=0 (W (tj+1)−W (tj)) (tj+1 − tj) and

∑n−1
j=0 (tj+1 − tj)2

have limit zero. We summarize these facts by the
multiplication rules

dW (t)dW (t) = dt, dW (t)dt = 0, dtdt = 0. (3.10.1)

(i) Show that as the number n of partition points approaches infinity and the length of the longest subinterval
approaches zero, the sample first variation

n−1∑
j=0

|W (tj+1)−W (tj)|

approaches ∞ for almost every path of the Brownian motion W . (Hint:

n−1∑
j=0

(W (tj+1)−W (tj))
2

≤ max
0≤k≤n−1

|W (tk+1)−W (tk)| ·
n−1∑
j=0

|W (tj+1)−W (tj)|.)

To start with, recall the notion of a quadratic variation and theorem 3.4.3.

Def. 3.4.1. Let f(t) be a function defined for 0 ≤ t ≤ T . The quadratic variation of f up to time T is

[f, f ](T ) = lim
||Π||→0

n−1∑
j=0

[f(tj+1)− f(tj)]
2
, (3.4.5)

where Π = {t0, t1, . . . , tn} and 0 = t0 < t1 < · · · < tn = T .

Thm. 3.4.3. Let W be a Brownian motion. Then [W,W ](T ) = T for all T ≥ 0 almost surely.

Next, by contradiction, suppose that there exists a set A ∈ F , with a positive probability P(A) > 0, such
that ∀ω ∈ A the sample first variation is finite:

n−1∑
j=0

|Wtj+1
(ω)−Wtj (ω)| <∞. (1)

Then, ∀ω ∈ A,

n−1∑
j=0

(
Wtj+1

(ω)−Wtj (ω)
)2

︸ ︷︷ ︸
→T

≤ max
0≤k≤n−1

∣∣Wtk+1
(ω)−Wtk(ω)

∣∣︸ ︷︷ ︸
→0

·
n−1∑
j=0

∣∣Wtj+1
(ω)−Wtj (ω)

∣∣
︸ ︷︷ ︸

<∞

→ 0,

which is a contradiction. The first brace follows from theorem 3.4.3: for a Brownian motion

lim
n→∞

n−1∑
j=0

(
Wtj+1

(ω)−Wtj (ω)
)2

= T, a.s.;

the second brace is due to the assumption that the number n of partition points approaches infinity and
the length of the longest subinterval approaches zero, i.e.

lim
n→∞

max
0≤k≤n−1

∣∣Wtk+1
(ω)−Wtk(ω)

∣∣ = 0,

the last brace is because our assumption (1).

Hence, P(A) = 0, or, in other words, the sample first variation is a.s. infinite.
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(ii) Show that as the number n of partition points approaches infinity and the length of the longest subinterval
approaches zero, the sample cubic variation

n−1∑
j=0

|W (tj+1)−W (tj)|3

approaches zero for almost every path of the Brownian motion W .

We can proceed similarly as in the previous point - just notice that

n−1∑
j=0

(
Wtj+1 −Wtj

)3 ≤ max
0≤k≤n−1

∣∣Wtk+1
−Wtk

∣∣︸ ︷︷ ︸
→0

·
n−1∑
j=0

(
Wtj+1 −Wtj

)2
︸ ︷︷ ︸

→T

→ 0.

Ex. 3.6 (Shreve)

Let W (t) be a Brownian motion and let F(t), t ≥ 0 be an associated filtration.

(i) For µ ∈ R consider the Brownian motion with drift µ:

X(t) = µt+W (t). (2)

Show that for any Borel-measurable function f(y), and for any 0 ≤ s < t, the function

g(x) =
1√

2π(t− s)

∫ ∞
−∞

f(y) exp

{
− (y − x− µ(t− s))2

2(t− s)

}
dy (3)

satisfies E [f(X(t))|F(s)] = g(X(s)), and hence X has the Markov property. We may rewrite g(x) as
g(x) =

∫∞
−∞ f(y)p(τ, x, y)dy, where τ = t− s and

p(τ, x, y) =
1√
2πτ

exp

{
− (y − x− µτ)2

2τ

}
is the transition density for Brownian motion with drift µ.

Recall the definition of a Markov process.

Def. 2.3.6. Let (Ω,F ,P) be a probability space, let T be a fixed positive number, and let F(t) , 0 ≤ t ≤ T
be a filtration of sub-σ-algebras of F . Consider an adapted stochastic process X(t), 0 ≤ t ≤ T . Assume
that for all 0 ≤ s < t ≤ T and for every nonnegative, Borel-measurable function f , there is another
Borel-measurable function g such that

E [f(X(t))|F(s)] = g(X(s)). (2.3.29)

Then we say that the X is a Markov process.

We can write

E [f(X(t))|F(s)] = E [f(X(t)−X(s) +X(s))|F(s)]

and define

h(x) = E [f(X(t)−X(s) + x)|F(s)] ,

so that we will have

h(X(s)) = E [f(X(t)−X(s) +X(s))|F(s)] .

Since W is a Brownian motion, W (t)−W (s) ∼ N(0, t−s), and because we have defined X as a Brownian
motion with a drift (2), we have

X(t)−X(s) = (µt+W (t))− (µs+W (s))

= µ(t− s) +W (t)−W (s)

∼ N (µ(t− s), t− s) .
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Then, we can calculate h(x) as the expected value of a function f of a normal variable X(t)−X(s) plus
x1:

h(x) = E [f(X(t)−X(s) + x)|F(s)]

(∗)
=

1√
2π(t− s)

∫ ∞
−∞

f(u+ x) exp

{
− (u− µ(t− s))2

2(t− s)

}
du

y:=u+x
=

du=dy

1√
2π(t− s)

∫ ∞
−∞

f(y) exp

{
− (y − x− µ(t− s))2

2(t− s)

}
dy.

Therefore,

h(X(s)) = E [f(X(t)−X(s) +X(s))|F(s)]

=
1√

2π(t− s)

∫ ∞
−∞

f(y) exp

{
− (y −X(s)− µ(t− s))2

2(t− s)

}
dy

=
1√

2π(t− s)

∫ ∞
−∞

f(y)p(t− s,Xs, y)dy,

where

p(τ, x, y) =
1√
2πτ

exp

{
− (y − x− µτ)2

2τ

}
.

So it turns out that if we take h = g, with g defined as (3), we have that E[f(X(t))|F(s)] = g(X(s)), for
0 ≤ s < t. Hence, indeed, X has Markov property.

(ii) For ν ∈ R and σ > 0, consider the geometric Brownian motion

S(t) = S(0)eσW (t)+νt. (4)

Set τ = t− s and

p(τ, x, y) =
1

σy
√

2πτ
exp

{
−

(log y
x − ντ)2

2σ2τ

}
.

how that for any Borel-measurable function f(y), and for any 0 ≤ s < t, the function

g(x) =

∫ ∞
0

f(y)p(τ, x, y)dy (5)

satisfies E [f(S(t))|F(s)] = g(S(s)), and hence S has the Markov property.

Now, we write

E [f(S(t))|F(s)] = E
[
f

(
S(t)

S(s)
· S(s)

)∣∣∣∣F(s)

]
and define

h(x) = E
[
f

(
S(t)

S(s)
· x
)∣∣∣∣F(s)

]
,

so that we will have

h(S(s)) = E
[
f

(
S(t)

S(s)
· S(s)

)∣∣∣∣F(s)

]
.

Since W is a Brownian motion, W (t)−W (s) ∼ N(0, t− s), and because we have defined S as a geometric
Brownian motion (4), we have

log
S(t)

S(s)
= σ

(
W (t)−W (s)

)
+ ν(t− s) ∼ N

(
ν(t− s), σ2(t− s)

)
.

1Recall the independence property of conditional expectation (thm. 2.3.2(iv)), which states that if X is integrable and indepen-
dent of G, where G ⊂ F , then

E[X|G] = EX. (2.3.21)

We already know that for 0 ≤ s < t the increment of a Brownian motion W (t) −W (s) is independent of F(s), so in our case the
conditional expectation given F(s), i.e. E [f(X(t)−X(s) + x)|F(s)], is just the ordinary expectation E [f(X(t)−X(s) + x)].
The latter can be calculated using the well known formula involving the density of a normal variable. Recall: if Y ∼ N(µ, σ2),

then it has the density function f(u) = 1√
2πσ2

exp
{
− (u−µ)2

2σ2

}
so that for any Borel measurable function ϕ, we have E[ϕ(Y )] =∫∞

−∞ ϕ(u)f(u)du. So, for some constant b ∈ R, we have E[ϕ(Y + b)] =
∫∞
−∞ ϕ(u+ b)f(u)du. This is exactly what we apply in (∗).
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Then, we can calculate h(x) as the expected value of a function f of an exponent of a normal variable

log S(t)
S(s) times x (for conditioning cf. footnote 1):

h(x) = E
[
f

(
S(t)

S(s)
· x
)∣∣∣∣F(s)

]
=

1√
2πσ2(t− s)

∫ ∞
−∞

f(eux) exp

{
− (u− ν(t− s))2

2σ2(t− s)

}
du

y:=eux
=

du=dy/y

1√
2σ2π(t− s)

∫ ∞
0

f(y)

y
exp

{
−
(
log y

x − ν(t− s)
)2

2σ2(t− s)

}
dy,

where the limits of the last integral are due to limu→∞ eux =∞ and limu→−∞ eux = 0. Therefore,

h(S(s)) = E
[
f

(
S(t)

S(s)
· S(s)

)∣∣∣∣F(s)

]

=
1√

2πσ2(t− s)

∫ ∞
0

f(y)

y
exp

−
(

log y
S(s) − ν(t− s)

)2

2σ2(t− s)

 dy.

=
1√

2πσ2(t− s)

∫ ∞
−∞

f(y)p(t− s, S(s), y)dy,

where

p(τ, x, y) =
1

y
√

2πσ2τ
exp

{
−
(
log y

x − ντ
)2

2σ2τ

}
.

If we take h = g, with g defined as (5), we have that E[f(S(t))|F(s)] = g(S(s)), for 0 ≤ s < t, which
means that S has Markov property.

5


